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" Power consumption hasbecome an
obsession for microprocessor designersin
recent yearsand continuesto be a hot topic
aswe chase Moore'sLaw. After all,
increasing speeds and transistor counts have
meant that chipsrequire more energy"

Bijan Davari, IBM fellow and vice president of
technology and emerging products
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CMOS

m CMOS: Complementary Metal Oxide Semiconductor
s NMOS (N-Type Metal Oxide Semiconductor) transistors

s PMOS (P-Type Metal Oxide Semiconductor)

transistors Vdd = 5v
) N e
s NMOS Transistor —
] GND = 0v
] _ 1
m PMOS Transistor vdd = 5v
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. GND = 0v
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Tank Level (Vout)
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m Water U Electrical Charge Tank Capacity U Capacitance (C)
m Water Level U Voltage Water Flow U Charge Flowing
(Current)

m Size of Pipes U Strength of Transistors (G)
m Time to fill up the tank proportionaltoC /7 G

, Vad Vad
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J_c1 | cout
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vad | 1 L
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Time
m Total Propagation Delay = Sum of individual delays = d1 + d2
m Capacitance C1 hastwo components:
m Capacitance of thewire connecting the two gates
m | nput capacitance of the second inverter




Vdd
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Hardware-software partitioning,
Power down

Algorithm Complexity, Concurrency, Locality,
Regularity, Data representation

Architecture Parallelism, Pipelining, Signal correlations
Instruction set selection, Data rep.

Circuit/Logic Sizing, Logic Style, Logic Design

Technology Threggtl)ld Reduction, Scaling, Advanced packaging

¢ Possible Power Savings at Different Design Levels

Level of ]
Abstraction Expected Saving
Algorithm 10 - 100 times
Architecture 10 - 90%
LogicLevel 20 - 40%
Layout Level 10 - 30%
Device L evel 10 - 30%

=== | Function
S\L/s(em Partitioning and System-Level
evel HW/SW Allocation Power Analysis
Specification

Software
Functions

e —
Behavioral
Description

v
Power -driven Behavioral-L evel
Processor Behavioral < Power Analysis
Selection Transformation
Joftwar e-L evel High-Level

Software
Optimization

Synthesisand
Optimization

Hower Analysi

RT-Level
Power Analysis

ToRT-Level Design ¥




RT-level

Description
Controller

Data-path
v

Gate-Level
Power Analysis

Gate-level
Description

e — -
High-Level Switch-L evel

Memory Synthesisand <~ Power Analysis
Optimization

Control and
Steering L og

Description
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Peripheral

* split transactions

. Low-speed.
- fire and forget narrow bus | SEREEHEY
» wait for critical

response
 CACHE

* RISC CISC
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Critical path delay = Tyqder + Teomparator (= 2305)
= frop = 40Mhz

Total capacitance being switched = C,
Vid = Vier = 3V

Power for reference datapath = P,y = C,of mez for
from [Chandrakasan92] ({EEE JS5C)




Area= 1476 x 12192
The clock rate can be reduced by half with the same
throughput = fi,,; = frop/ 2
Vpar = Vrer/ 1.7, Cpgp = 2.15C ¢

Ppar = (2.15C, ) (Viep/1.7)? (frer/2) = 0.36 Pep
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e Critical path delay is less = max [T, 44¢, . Tcompamtw]

e Keeping clock rate constant: £, = fef
Voltage can be dropped = VPiP“ =Vie/ LT

e Capacitance slightly higher: Cpipe = 1.15C cf
® P = (115C o) (Vi 1.7)? frop = 0.39 P o
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s On/off

X86
m * Intel - SpeedStep
m* AMD - PowerNow
m* Transmeta - Longrun
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ARMOTDMI

* Harvard
ARMOTDMI
2x16K caches
MMU support for VM

. cache

processor

« 2.5 Million transistors
e TSMC 0.18mm:

* 1mW/MHz (1.8V)

* 200MHz (1.65V)
*11.8mm?2

AHB

ARMOTDMI

5 stage pipeline
Harvard architecture

ARM v4T compliant

= ARM and Thumb instruction
decoders

110,000 transistors
TSMC 0.18um:
« 0.3mW/MHz (1.8V)

« 220MHz (1.65Y)
= Imme




ARMOTDMI

CoreDPMisc
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ARMY7

Latches

+ Analysis shows
* AU used 61% of cycles
« LU used 39% of cycles [EGIEGY

+ When LU in use the Pl
AU is unnecessarily
driven

+ when calculating a logical result
40% of the total power is wasted
by the adder

+ Therefore isolating the
AU can save significant power

Result Mux

+ Potential for 20% saving in power in the ALU
« no cost in performance
+ extra 64 latches

+ Similar scheme implemented
in ARMOSTDMI

Latches

Register
File

Result Mux

Ctl




Clock I |
.|

Clock A >= propagation delay of Logic1

» Logic2’s inputs frozen while Logic1 evaluates
» Cells grouped together under common delayed clock signal
» Minimal impact on speed and area




ARM7TDMI

b debug clock
Debug E
ol D—D
T a— D control clock
Clock Block

ARMSYTDMI has simple clock driver

dp clock

Control Logic

to generate clocks for control logic,
datapath and debug logic

Buffered clock tree distributes low-
skew clock across core

Global wait signal factored into all

clocks

Datapath

Clock driver power onl of

total core consumption

Power for entire clock tree

totals of core
+ excludes clk logic within latches

Early gating of debug clock
allows all debug logic to be
frozen when not in use

+ saves ~10% of total core power
Global wait signal factored

into all clocks

%age Core Power

Consumption

60+

501

40+

30+

201

@ Clock Drivers
H Logic

Control Datapath Clock
block




* Processors built using asynchronous design styles
offer the potential for low power implementations
» No clock, so no clock-tree power
+ side benefit is low electro-magnetic radiation
* Functional units automatically power up depending
on which instruction is in execution
« much finer resolution and no explicit idle-state decode
logic
« Manchester University leading with AMULETS3i(13)
+ Latest in family with performance similar to ARMSTDMI
+ First commercial use in DRACO wireless DECT chip

L]

L]

L]

L]

-

L]

Mainly still a research activity

Few implementations to show that the technology
can be employed in a commercially interesting way
Designers brought up on synchronous techniques
No commercial design tools to help

But, great potential

» low power, low emissions, no clock to distribute

Using asynchronous interfaces between
synchronous processing elements on a large SoC
could provide a home for this technology




+ On low voltage (low V1) processes leakage currents
can become significant to the overall power
consumption

- typically 10-20pA/transistor when Vi~0.7V
* increases to 10-20nA/transistor when Vt~0.2-0.3V

« Combination of microarchitecture and circuit
techniques required to control leakage currents

* Processor sleep modes remove power to leaky
sections of the design when not in use
= eg a multiplier or a cache

- State often needs to be saved to memory

« system trade off of power cost to write out to memory and
then reload vs leakage power saved

« need OS to determine how long the sleep period is likely
to be
» At circuit level substrate biasing and MTCMOS are
main approaches in addition to careful transistor
sizing




Understand where the power goes in your CPU
from historical data and then optimise your design

Caches, ALUs and register files are big power
burners

Clocks contribute significantly to the power so
choose your d-types well and clock gate early
« or design out the clock all together!

Ensure that infrequently used logic is clock-frozen,
isolated from input activity and even remove Vdd

Leakage is now a significant issue which affects
your microarchitecture and your circuits

EDA

Commercial tool coverage:
= Analysis tools
« Optimization tools

Scope for power Saving

k

Level of abstraction




Post-layout analysis tools predict what your power
consumption will be, but too late in the project to
allow large scale changes

« Synopsys-EPIC PowerMill(1%)

+ Mentor Mach PA(19)

Claim close correlation with Spice and real silicon
« better than 5% accurate
AMPS(7) offers transistor size optimization for
power and performance

Avant! Mars-Rail('® for power driven Place and
Route

RTL

Main tool offerings from Synopsys and Sequence
* PrimePower{19
+ WattWatcher(20)

Gate level simulations provide a graphical display
of switching activity across a circuit to allow design
optimizations for power

Rely on using a power characterized cell library

WattWatcher can also perform analysis on RTL
+ logic complexity estimated by analyzing RTL




RTL

« Synopsys’ PowerCompiler2!
insert gated clocks on
registers
« can also optimize logic gate

selection based on library
power characterization data

+ Sequence’s WattSmith(22)
analyses the RTL and its
WalttBots then propose RTL
level power optimizations ch

cl

Out

« Current design tools only cover low end of the
design space today

* No tools exist today for microarchitecture and
architecture analysis and optimization
- the EDA industry needs to keep pushing up the
abstraction graph
« The system designer needs power models of CPUs
to make high level trade-offs
« model the dependency on instruction and data patterns

« allow the effects of code and data representation
changes to be determined




Power consumption is as important a design criteria
as performance

+ even if your application is plugged into the wall

Low power design starts at the system level

» a top down approach will yield greatest results

Power management is a system issue that requires
circuit, microarchitecture and software interaction
Performance requirements are increasing and so
microarchitectural complexity must go up without
sacrificing power

Set your power budget at the start of the design
and measure it as you go

« EDA tools are becoming available to help

+ But the EDA industry needs to be encouraged to do more

Understand where the power goes in your designs
today and use the data to improve future products

Low power design presents new challenges

« still an immature technology

+ reducing mW is much more interesting than increasing
MHz!




